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What is Big Data

Big data is defined as datasets that are too large and complex for businesses

)

existing systems to handle using their traditional capabilities to capture, store,
manage and analyze the data sets.

Big data is no different than traditional data because if it can’t be analyzed to
provide insight and help with decision making, its value is limited.

Volume, velocity, veracity and variety are often used to represent the defining
features of big data.

Volume refers to the massive amount of data involved.

Velocity refers to the fact that the data comes in at quick speeds or in real time,
such as streaming videos and news feeds.

Variety refers to unstructured and unprocessed data, such as comments in
social media, emails, global positioning system (GPS) measurements, etc.

Veracity refers to the quality of the data including extent of cleanliness (without
errors or data integrity issues), reliability and representationally faithful.



What is Data Analytics

= Data analytics is defined as the science of examining raw data, removing excess noise, and
organizing the data with the purpose of drawing conclusions for decision making.

= Data analytics often involves the technologies, systems, practices, methodologies,
databases, and aPpllcatlons used to analyze diverse business data to help organizations
make sound and timely business decisions.

= The intent of data analytics is to transform raw data into valuable information.

= Data analytics is used in today’s business world by examining the data to generate
models for predictions of patterns and trends.

= When used effectively, data analytics gives us the ability to search through large and
unstructured data to identify unkhown patterns or relationships, which when
organized, is used to provide useful information.



The Power of Data Analytics

= With a wealth of data on their hands, companies are empowered by using data

analytics to discover various patterns, investigate anomalies, forecast future behavior,
and so forth.

= Patterns discovered from historical data enable businesses to identify future
opportunities and risks.

= |n addition to producing more value externally, studies show that data analytics affects
Internal processes, improving productivity, utilization, and growth.



Benefits and Costs of Data Analytics

» Reformatting, cleaning, and consolidating large volumes of data from multiple
sources and platforms can be especially time consuming.

= |tis estimated that data analytics professionals spend 50 percent to 90 percent of
their time cleaning data for analysis.

* The cost to scrub the data includes the salaries of the data analytics scientists
and the cost of the technology to prepare and analyze the data.

= As with other information, there is a cost to produce data.



The impact of Data Analytics

- Malmy companies address the likely possibility that the data their organizations hold influence their market
value.

=  Facebook, for example, has a large amount of its market value driven by the number of users on the
platform and the amount of data those users contribute which is sold to third parties.

= Data analytics often also involves data management and business intelligence with knowledge of business
functional areas. Today there is an increasing number of investments in data analytics and increasing
demand for data analytics—related tasks

= The real value of data comes from the use of data analytics.

= Companies are getting much smarter about using data analytics to discover various patterns, investigate
anomalies, forecast future behavior, and so forth.

=  For example, companies can use their data to do more directed marketing campaigns based on patterns
observed in their data.

» That can give them a com_?etitive advantage and it can also be used on historical data to enable businesses
to identify future opportunities and risks.



The Impact of Data Analytics

« We refer to reporting as the responsibilitis of issuing the statements and the reports.

« The reporting includes a number of estimates and valuations that can be evaluated through
use of data analytics.

. Matl_ny sttatements are just estimates and someone can use data analytics to evaluate those
estimates.

« Data analytics may be used to scan the environment—that is, by scanning social media to
identify potential risks and opportunities to the firm.

« Data analytics plays a very critical role in the future of audit.

« By using data analytics, auditors can spend less time Iookin? for evidence, which will allow
more time for presenting their findings and making judgments.

« Data analytics also expands auditors’ capabilities in services such as testing for fraudulent
transactions and automating compliance-monitoring activities.



Cognitive abllity -1

. Cc_)gLnitive ability is considered our general intelligence level and provides us the ability to
think abstractly, comprehend complex sﬂua_ﬂons,g)roblem solve, and gather and retain
iInformation from our life experiences (Plomin, 1999).

= Cognitive ability includes components such as mechanical reasoning, spatial awareness,
numerical reasoning, critical thinking, and general intelligence (Davies, 2017).

= This ability drives the processes of how we choose to engage in learning and how we learn,
remember, and solve problems of various levels of complexity, and the best learners do not
just memorize random pieces of information (Nordin & Dakwah, 2015).

=  When our co?nitive abilities are developed at an advanced level, the process of Iearning IS
more straightforward for us. In contrast, when cob%nltlve abilities are not as developed, the

learning process is more challenging (Bhat, 201



Cognitive abllity -2

= The cycle of growth for cognitive development starts when an individual is around two years
old and moves through a series of ups and downs in performance levels, which continue
Into early adulthood 8:|scher & Bidell, 2006).

= Brain and human behaviors research indicate that the capacity to engage in reflective
Jugl tmhen'élthrough advanced levels of abstract thinking does not emerge until early
adulthood.

= Fischer’s (1980) model of cognitive skill theory (Skill Theory) added a background to how
complex reasoning is developed.

= Skill Theory outlines the professional maturation of individuals and how an individual’'s
environment contributes to the development of skills.

. 'kl)'hﬁ developmental levels of Skill Theory occur as the brain conducts re-organizations of
ehavior.



Cognitive ability -3

= This reorganization of behavior facilitates the use of new higher-order cognitive ability levels
built upon combinations of previously constructed lower-order cognitive abilities.

= Asindividuals develop complex reasoning, their developmental range will fluctuate between
functional and optimal skill levels based on their environment.

= An individual must solidify those less complex cognitive skills, and then they will be able to
develop more complex cognitive skills.

» Reflective jJudgment requires an individual to coordinate multiple views, so this skill cannot
develop until adults can engage in abstract thought (Fischer & Pruyne, 2003).

= Individuals move through periods when their skills grow at a faster pace because they are in
an environment that supports optimal performance

= During their functional performance, they are not pushing the limits of their cognitive ability
(optimal performance), and they grow slowly or do not progress at all (Fischer, 2008).



Data analytics processes

« Data scrubbing and data preparation

« Data quality

« Descriptive data analysis

« Data analysis through data manipulation

« Define and address problems through statistical analysis
« Data visualization and data reporting




How does higher education help

« A primary goal of education is to promote the thinking skills of students.

« Universities recognize the importance of enabling cognitive development in their
students and the impact on a student’s level of cognitive ability.

* For students within accounting programs, this is especially important because the
accounting profession requires more creativity and innovative thinking to stay
competitive within the market (Thompson & Washington, 2015).

« Cognitive ability goes beyond_{ust_basic memorization or imitation; it gives a person
the capacity to comprehend situations and determine how to assess and resolve
them (Plomin & Von Stumm, 2018).

« Cognitive abllity is closely associated with higher achievement in education,
occupations, and better health outcomes.



It's a shared responsibility

» Business students, especially those in accounting, finance, and audit positions, are expected to have higher levels of
cognitive ability (Reding & Newman, 2017).

« The focus of today’s accounting and business professionals is to provide value-added services, and higher education
serves as a pipeline for businesses to obtain new talent.

«  With the increasing reliance on big data to help within the decision-making process, higher levels of cognitive ability are
critical in today's business world, and especially important for graduating students.

« Students entering the business world with lower cognitive ability with have direct impact on the profitability and productivity
of organizations.

« Cognitive development occurs when individuals allow their growth and experiences to enhance their cognitive ability,
ms%!ntaﬁ an Iadequate level of engagement until they reach their optimal level of cognitive ability, and work to maintain that
optimal level.

» Business leaders and their organizations have a vested interest in continuing to support and foster the growth of cognitive
ability within their employees.

«  Without that ongoing support, those employees will revert to their “functional” level and will become static in their growth.
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What is @ Dataset?

* A Dataset is a grouped set of data into a collection that developers
can work with to achieve their goals.

* In a dataset, the rows represent the number of data points and the
columns represent the features of the Dataset. These are often used
to gain insights, make informed decisions, or train algorithms in areas
such as machine learning, business, and government.

e Datasets can vary in size and complexity and often require cleaning
and preprocessing to ensure data quality and suitability for analysis or
modeling.



Dataset Types

Numeric Dataset: Contains numerical data points that can be solved with equations. These include
temperature, humidity, signs, etc.

Categorical Dataset: Contains categories like color, gender, occupation, games, sports, etc.

Web Dataset: These contain datasets created by calling APls using HTTP requests and filling them with
values for data analysis. These are mostly stored in JSON (JavaScript Object Notation) formats.

Time Series Dataset: These contain datasets between a specific period, for example, changes in
geographical terrain over time.

Image Dataset: Contains a dataset consisting of images. This is mostly used to distinguish types of
diseases, heart conditions, etc.

Ordinal Dataset: These datasets contain data sorted according to rank, for example, customer reviews,
movie ratings, etc.

Partitioned Dataset: In these datasets, data points are divided into different members or different
sections.

File-Based Datasets: These datasets are stored in files, .csv or .xIsx files in Excel.

Bivariate Dataset: In this dataset, 2 classes or features are directly related to each other. For example,
height and weight in a dataset are directly related to each other.

Multivariate Dataset: In this type of dataset, as the name suggests, 2 or more classes are directly
related to each other. For example, attendance and homework grades are directly related to a
student’s overall grade.



Dataset Properties

Data center: This refers to the “middle” value of the data, usually measured by the mean,
median, or mode. It helps to understand where most of the data points are concentrated.

Data skewness: This indicates how symmetric the distribution of the data is. A perfectly
symmetric distribution (like a normal distribution) has a skewness of 0. Positive skew means
the data is clustered to the left, while negative skew means the data is clustered to the right.

Spread among data members: This describes how far the data points diverge from the
center. Common measurements include standard deviation or variance, which measure how
much individual points deviate from the mean.

Existence of outliers: These are data Boints that fall significantly outside the overall pattern.
Ildentifying outliers can be important because they can affect the results of the analysis and
may require further investigation.

Correlation between data: This refers to the strength and direction of relationships between
different variables in the data set. A positive correlation indicates that values in one variable
tend to increase as the other increases, while a negative correlation indicates that they move
in opgosite directions. No correlation means that there is no linear relationship between the
variables. The type of probability distribution the data follows: Understanding the
distribution (e.g., normal, uniform, binomial) helps us estimate the probability of finding
certain values in the data and choose appropriate statistical methods for analysis.



Properties of a Dataset

The properties of a dataset can refer to the columns present in the dataset. The properties of a dataset are the most
critical aspect of the dataset because, based on the properties of each existing data point, will there be a possibility to
deploy models to find outputs to predict the properties of any new data points that may be added to the dataset?

It is possible to determine standard properties only from some datasets because their functionality and data will be
completely different when compared to other datasets. Some possible properties of a dataset are:

Numerical Properties: These can include numerical values like height, weight, etc. These can be continuous or discrete
variables in a range.

Categorical Properties: These include multiple classes/categories like gender, color, etc.

Metadata: Contains a general description of a dataset. Usually in very large datasets, having an idea/description will
save a lot of time and increase efficiency when the dataset is passed on to a new developer.

Data Size: It refers to the number of inputs and features present in the file containing the dataset.

Data Formatting: Datasets available online are available in various formats. Some of these are JSON (JavaScript Object
Notation), CSV %Comma Separated Value), XML (Extensible Markup Lanﬁuage), DataFrame and Excel Files (xlIsx or xlsm).
Especially for large datasets containing images for disease detection, when downloading files from the internet, they
come in zip files that will be required to extract them into separate components in the system.

Target Variable: It is the feature whose values/attributes are referenced to get output from other features with machine
learning techniques.

Data Inputs: These refer to the individual values of the data in the Dataset. They play a major role in data analysis.



Methods Used in Data Sets

e 1. Loading and Reading Datasets: A set of methods used to initially load and read
datasets to perform the required tasks.

» 2. Exploratory Data Analysis: We run these functions on a dataset to perform Data
Analysis and visualize it.

* 3. Data Preprocessing: Before a dataset is analyzed, it is preprocessed using certain
methods to remove erroneous values and mislabeled data points.

4. Data Manipulation: Data points in the dataset are edited/rearranged to change the
features. At some points, even the features of the dataset are changed to reduce
computational complexity, etc. This may include methods or functions that merge
columns, add new data points, etc.

* 5. Data Visualization: Methods used to explain the dataset to non-technical people;
for example, using bar charts and graphs to provide a pictorial representation of the
company/business’s dataset.

* 6. Data Indexin% Data Subsets: We use data indexing or creating precise subsets to
express a specific feature in a dataset.

e 7. Export Data: Methods used to export the data you are working with in different
formats according to need.



Data - Datasets - Database

* Data: It includes facts like numerical data, categorical data, features, etc. However, data
alone cannot be used properly. To perform analysis, a large amount of data needs to be

collected.

e Datasets: A dataset is a collection of data that contains data specific to its category and
nothing else. This is used to develop Machine Learning models that perform Data
Analysis, Data and Feature Engineering. Datasets can be structured (Height, weight
analysis) or unstructured (audio files, videos, images).

» Database: A database contains multiple datasets. It is possible for a database to host
several Datasets that may not be related to each other. The data in databases can be
queried to perform various applications.

* There are various types of databases to host various types of data, structured or
unstructured data. These are divided into SQL databases and NoSQL databases.



Data - Datasets - Database

Data

Contains only raw facts or
information

It is devoid of any context and is
unedited.

It contains the foundations of
knowledge and provides the
foundation/backbone of
datasets/databases.

It cannot be manipulated due to a
structural deficiency.

It needs to be preprocessed and
converted before going any further.

Datasets

It has a data collection or data entry
structure.

Organizes data into rows and
columns

It structures the data and provides
meaningful inferences from it.

Can be manipulated with the help
of Python Libraries.

It can be used for Data Analysis,
Data Modeling and Data
Visualization.

Database

It consists of collections stored in an
orderly manner.

Data is organized into tables that
can span multiple dimensions.

Structured data exists and
relationships between features are
defined in detail.

It can be manipulated through a
series of queries, operations, or
scripts.

Data can be processed through
Queries or Transactions.



Training Data

set-1

* Machine learning models rely on access to high-quality training data.
Understanding how to effectively collect, prepare, and test your data

will help you unloc

* |t requires an initia
foundation for furt

k the full value of Al.
dataset, called a training dataset, to act as a

ner implementation and use.

* This dataset is the foundation of the program’s growing library of
knowledge. The training dataset must be labeled correctly so that the

model can process

and learn from it.



Training Dataset-2

* Machine Learning algorithms learn from data.

* They find relationships between labeled data structures, develop
understanding, make decisions, and evaluate their confidence in the
training data they are given.

* The better the training data, the better the model will perform.

* In fact, the quality and quantity of your machine learning training data
has as much to do with the success of your data project as the
algorithms themselves.

* First, it’s important to have a common understanding of what we mean
by a dataset. The definition of a dataset is that it has both rows and
columns, where each row contains an observation.

* This observation could be an image, an audio clip, text, or vide



Training Dataset-3

* Now, even if you have a large amount of well-structured data stored in your
dataset, it may not actually be labeled enough to serve as a training dataset
for your model.

* For example, autonomous vehicles don’t just need images of roads; they need
labeled images that annotate each car, pedestrian, street sign, and more.

* Sentiment analysis projects require labels that help an algorithm understand
when someone is using slang or sarcasm.

* Chatbots need entity extraction and careful syntactic analysis, not just raw
language. In other words, the data you want to use for training often needs to
be enriched or labeled.

* You may also need to collect more to power your algorithms. Chances are, the
data you have stored isn’t quite ready to be used to train machine learning
algorithms.



Sufficient training data

* There’s no hard and fast rule for how much data you need. After all, different
use cases will require different amounts of data.

* Models where you need your model to be confident (like self-driving cars) will
require a lot of data, while a very narrow text-based sentiment model wil
require much less data.

* As a general rule, you’ll need more data than you think.

What is the difference between training data and big data?

* Big data and training data are not the same thing. Gartner calls big data “high
volume, high velocity, and/or high variety,” and this information usually needs
to be processed in some way to be truly useful. Training data, as mentioned
above, is labeled data used to teach Al models or machine learning algorithms.



Determining the Need for Training Data

There are many factors at play in deciding how much machine learning training data you need.

First and foremost, how important is accuracy? Let’s say you’re building a sentiment analysis
algorithm. Your problem is complex, yes, but it’s not a matter of life or death. A sentiment algorithm
that’s 85% or 90% accurate is more than enough for most people’s needs, and a false positive or
negative here won’t significantly change anything.

Now, a cancer detection model or a self-driving car algorithm? That’s a different story. A cancer
detection model that might miss important indicators is literally a matter of life or death.

Of course, more complex use cases usually require more data than less complex ones. A computer
vision that’s tryinF to identify objects, as opposed to a computer vision that’s just trying to identify
food, will generally need less training data. The more classes you hope your model can identify, the
more examples it will need.

It’s important to remember that there really is no such thing as too much high-quality data. Better
training data, and more of it, will improve your models. Of course, there is a point where the marginal
Eains from adding more data become very small, so you want to keep an eye on that and your data

udget. The threshold for success needs to be determined, but with careful iteration, it can be
overcome with more and better data.



Preparing Training Data

* The truth is, most data is messy or incomplete.

* Take a picture, for example. To a machine, an image is just a bunch of pixels. Some might be green,
some might be brown, but a machine doesn’t know it’s a tree until it has a label that essentially says
that this collection of pixels is a tree. If a machine sees enough labeled images of a tree, it can start to
understand that similar groups of pixels in an unlabeled image also make up a tree.

* So how do you prepare the training data so that it has the features and labels that it needs to do well?
* The best way is with a human in the loop. Or, more accurately, humans in the loop.

 |deally, you’ll have a variety of annotators (in some cases, you might need domain experts) who can
label the data accurately and efficiently.

* Humans can also look at an output, such as a model’s prediction about whether an image is actually a
dog, and verify or correct that output (i.e., “yes, that’s a dog” or “no, that’s a cat”). This is known as
ground truth tracking and is part of the human process in the iterative cycle. The more accurate your
training data labels are, the better your model will perform. It can be he#oful to find a data partner
who can provide annotation tools and access to crowd workers for the often time-consuming data
labeling process.



Test Set

. '(Ij'o build a machine learning algorithm, you need both training and test
ata.

e After a model is trained on a training set, it is typically evaluated on a test
set. Often, these sets are drawn from the same general data set, but the
training set needs to be labeled or enriched to increase the confidence and
accuracy of an algorithm.

* How should you split a data set into test and training sets?

* |[n general, training data is split more or less randomly, ensuring that it
captures important classes that you know about in advance. For example, if
you're tryinﬁ to build a model that can read receipt images from multiple
stores, you’ll want to avoid trainir:f Your algorithm on images from a single
franchise. This will make your model more robust and help prevent
overfitting.



Determining whether the test dataset is
niased

* This is an important question as companies work to make Al more
ethical and effective for everyone. Bias can occur at many stages of

the Al creation process, so bias must be reduced at every step of the
way.

* When collecting training data, it is important to ensure that the data
is representative of all use cases and end users. To reduce the
potential for bias at this stage, you want to make sure that there is a

diverse group of people labeling the data and monitoring model
performance.

* Finally, key performance indicators include bias as a measurable
factor.



Testing and Evaluating Training Data

Typically, when you build a model, you split your labeled dataset into training and test sets (although
sometimes your test set may be unlabeled).

And of course, you train your algorithm on the former and validate its performance on the latter.

What happens when your validation set doesn’t give you the results you're looking for? You’ll need to
update your weights, drop or add labels, try different approaches, and retrain your model. When you
do this, it’s incredibly important to do it with your datasets split in the same way.

Why? This is the best way to judge success. You’ll be able to see the labels and decisions it made and
where it fell apart. Different training sets can lead to dramatically different results on the same
algorithm, so when testing different models, you need to use the same training data to see if you're
really getting better.

Your test data won’t have an equal amount of every category you’re hoping to identify. To use a simple
example: if your computer vision algorithm sees 10,000 examples of dogs and only 5 examples of cats,
it’s likely to have trouble identifying cats. The important thing to keep in mind here is what success
means for your model in the real world. If your classifier is only trying to identify dogs, poor
performance at identifying cats is probably not a deal breaker. However, you will want to evaluate
model success on the labels you will need in production. What if you don’t have enough information
to achieve the level of accuracy you want? Chances are, you will need more training data. Models built
on al.fev\( thousand rows are generally not robust enough to be successful for large-scale business
applications.



Data Sources for Applications, Programs and
Analytics Tools

* |t can be external, such as sensors, trackers, web logs, computer system
logs and feeds.

* |t can be machines that provide data from data-generating programs.

* The data sources can be structured, semi-structured, highly structured, or
unstructured.

* The data sources can be social media (L4 Data Processing Layer)
e A source can be internal.

* The sources can be data repositories, such as a database, relational
database, flat file, spreadsheet, mail server, web server, directory services.

* |t can be files, such as text or comma-separated values (CSV).
* The source can be a data store for applications (L4 Data Processing Layer)



Structured Data Sources

e SQL Server, MySQL, Microsoft Access database, Oracle DBMS,
IBMDB2, Informix, Amazon SimpleDB, or a file collection directory on
a server

e Data dictionary — which provides references for accessing data,
consists of a set of main lookup tables.



Unstructured Data Sources

 Distributed data over high-speed networks that require high-speed
processing

* Sources are distributed file systems. Sources are file types such as .txt (text
file), .csv (comma-separated values file).

e Data can be in the form of key-value pairs such as hash key-value pairs.

e Data can have internal structures such as email, Facebook pages, twitter
messages, etc.

* Data does not model, does not expose relationships, hierarchy
relationships, or object-oriented features such as extensibility.



Testing, Evaluation and Validation

» Testing is trying to find out something about it ("to establish evidence; to prove by
experiment the truth, reality, or quality of it") according to the Collaborative
International Dictionary of English, and verifying is proving that something is valid
E'Tol.c%\firm; to make valid" according to the Collaborative International Dictionary of

nglish).

* In both industry and academia, they are sometimes used interchangeably, with the
idea being that different models are tested to improve an internal process (test set as
a development set) and the final model is the one that needs to be validated before
actual use on unseen data (validation set).

* “The machine learning literature often reverses the meaning of ‘validation’ and ‘test’
sets. This is the most obvious example of the terminological confusion that pervades
Al research. However, the important concept to retain is that the final set, whether
called test or validation, should be used only in the final experiment. To obtain more
stable results and use all valuable data for training, a dataset can be repeatedly split
into several training and one validation dataset. This process is known as cross-
validation . An additional test dataset, normally obtained from cross-validation, is
used to verify model performance.



Data Preparation
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Data Preparation

. Datg rflreparation can either make or break the predictive ability of the
model!

* Data preparation is the process of adding, deleting, or transforming the
training set data.

* Sometimes, preprocessing the data can lead to unexpected improvements
in model accuracy.

* Data preparation is an important step and one should try the appropriate
data preprocessing steps for the data to see if this desired increase in
model accuracy can be achieved.



Data Preparation Steps

* How do | clean data? Data Cleansing

* How do | get the right data? Data Transformation

* How do | include and adjust data? Data Integration

* How do | combine and scale data? Data normalization

* How do | handle missing data? Missing Data Correction
* How do | detect and manage noise? Noise ldentification



Data Preparation Process

It can also be summarized as the process of preparing data for a
machine learning algorithm:

e Data is selected.
e Data is preprocessed.
e Data is transformed.



Data Selection

* There is always a strong desire to include all the
data that is available, the adage “more is better”
holds true.

* It may or may not be true.

* Think about what data you actually need to
address the question or problem you are working
on.

* Questions to help you think:
* What is the scope of the data you have?
* What data is not available that you would like to have?
 What data do you not need to solve the problem?







Data Preprocessing

* |n supervised learning, anomaly detection is often an important step in
data preprocessing to provide the learning algorithm with a suitable
dataset to learn from. This is also known as data cleaning. After detecting
anomalous examples, classifiers remove them. However, sometimes
corrupted data can still provide useful examples for learning. A common
method to find suitable examples to use is to identify noisy data. One
approach to finding noisy values is to build a probabilistic model from the
data using the intact data and corrupted data models.

* In data mining, high-dimensional data will also present high computational
challenges with massively large datasets. By removing a large number of
examples that may find themselves irrelevant to a classifier or detection
3Igorithm, the runtime can be significantly reduced even on the largest

atasets.



Veri On Isleme'ye Giris

* Veri Entegrasyonu

* Veri Donltsumleri-Veri Ayriklastirma-Veri Kodlama
* Veri temizleme

* Veri boyutu Azaltma



Why Data Preprocessing?

e Data in the real world is dirty

* incomplete: lacking attribute values, lacking certain attributes of interest, or
containing only aggregate data. e.g., occupation=""

* noisy: containing errors or outliers. e.g., Salary=" 10"

* inconsistent: containing discrepancies in codes or names
* e.g., Age=“42" Birthday="03/07/1997"

* e.g., Was rating “1,2,3”, now rating “A, B, C”
e e.g., discrepancy between duplicate records



Why Data Preprocessing?

* Eksik veriler gelebilir
* Toplandiginda gecerli olmayan veri degerleri
 Verilerin toplandigi ve analiz edildigi zaman arasinda farkliliklar, celiskiler.
* insan/donanim/yazilim sorunlari

e Guraltula veriler (yanlis degerler) asagidakilerden gelebilir:
e Hatali veri toplama araclari
* Veri girisinde insan veya bilgisayar hatasi
* Veri aktarimindaki hatalar

e Tutarsiz veriler sunlardan gelebilir:

* Farkl veri kaynaklari
* Islevsel bagimhlik ihlali (6r. bazi baglantili verileri degistirin)

* Yinelenen kayitlar ayrica veri temizligine ihtiyac duyar



Why Is Data Preprocessing Important?

* Kaliteli veri yok ise kaliteli madencilik yok!

 Kaliteli kararlar kalite verilerine dayanmalidir. 6rnegin, mikerrer veya eksik
veriler, yanlis ve hattali verile yaniltici istatistiklere neden olabilir.

* Veri ambari, kaliteli verilerin tutarl bir sekilde entegrasyonuna ihtiyac duyar

* Veri cikarma, temizleme ve donustlirme, bir veri ambari olusturma
isinin cogunu icerir.



Major Tasks in Data Preprocessing

* Data integration: Integration of multiple databases, data cubes or files

* Data transformation: Normalization and Aggregation. Coding and
Binning.

* Data cleaning: Filling in missing values, correcting noisy data,
identifying or removing outliers and resolving inconsistencies.

e Data reduction: Achieves a reduced representation in volume but
produces the same or similar analytical results



Major Tasks in Data Preprocessing

* Data cleaning

 Fill in missing values, smooth noisy data, identify or remove outliers
and noisy data, and resolve inconsistencies

* Data integration
* Integration of multiple databases, or files

e Data transformation
* Normalization and aggregation

e Data reduction

e Obtains reduced representation in volume but produces the same or
similar analytical results

e Data discretization (for numerical data)



Data Preprocessing

* Data Preprocessing: An Overview
e Data Quality

* Major Tasks in Data Preprocessing

Data Cleaning

Data Integration

Data Reduction

Data Transformation and Data Discretization
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Data Preprocessing

* A key step in the L2 ingestion layer in the Data Processing
Architecture

* Required before running a Machine Learning (ML) algorithm and
Analytics

* Required before data is transferred to a data store or cloud service

* Transfer Formats from the data store, analytics application, service or
cloud.



Data Preprocessing Needs

e (i) Out-of-range, inconsistent and outlier values

e (ii) Filtering out unreliable, irrelevant and unnecessary information
* (iii) Data cleaning, organizing, reducing and/or discussing

e (iv) Data validation, transformation or transcoding

* (v) ELT processing: Extract, Load and Transform.

* (vi) Enrichment, Organizing, Discussing, Reducing



Daha lyi Veriler > Daha lyi Algoritmalar

* Bicimlendirme: Secilen veriler uygun bir bicimde olmayabilir

* Temizleme: Eksik verilerin kaldirilmasi veya duzeltilmesi
e Sorunu ¢cozmek icin veri tasinmaz ve tamamlanmaz.
* Hassas bilgiler anonimlestirilir veya kaldirilir.
 Verilerin eksik, yanlis, hatali, alakasiz kisimlari belirlenir.

 Ornekleme: Gerekenden daha fazla secilmis veri mevcut
* Algoritmalar icin daha uzun c¢alisma sireleri
* Daha buylk hesaplama ve bellek gereksinimleri
e Tim veri setini degerlendirmeden 6nce daha klicuk temsili rnek alinir.



Rasgele (dummy) Degiskenler

e Kategorik (kusku birakmayan, acik, kesin) 6znitelik sayisal 6znitelige
donusturalir.

* Her 6znitelik O veya 1 degerine sahip olacaktir.

 Tam Rasgele Degiskenler: Her diizey icin bir degisken olmak lizere n rasgele
degisken kullanarak n kategori temsil edilir.

* Referans Gruplu Rasgele Degiskenler: Kategorik degisken n-1 rasgele
degisken kullanarak n kategoriyle temsil edilir.

* Referans Gruplu Sirali Kategorik Degisken icin Rasgele Degiskenler:
Matematiksel siralamalar Kliclik < Orta < Bliytik olarak varsayilir.

* Siralamayi belirtmek icin daha yuksek kategoriler icin daha fazla 1’ler
kullantlir.
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Data Quality: Why Preprocess the Data?

* Measures for data quality: A multidimensional view

Accuracy: correct or wrong, accurate or not
Completeness: not recorded, unavailable, ...
Consistency: some modified but some not, dangling, ...
Timeliness: timely update?

Believability: how trustable the data are correct?

Interpretability: how easily the data can be understood?



Data Quality

* Data quality is high when it represents the real-world structure that is
referenced.

* High quality means data that accurately enables all necessary
operations, analysis, decisions, planning, and knowledge discovery.

* A definition for high-quality data, especially for Al applications, might
be “data with the five Rs: relevance, timeliness, range, robustness,
and reliability.”

* Relevance is extremely important.
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Major Tasks in Data Preprocessing

Data cleaning

* Fill in missing values, smooth noisy data, identify or remove outliers,
and resolve inconsistencies

Data integration

* Integration of multiple databases, data cubes, or files

Data reduction
* Dimensionality reduction
* Numerosity reduction

* Data compression

Data transformation and data discretization
e Normalization

* Concept hierarchy generation



Extracting Data

* Finding and removing duplicates in a stack
* |dentifying Noisy and Error
* |dentifying unnecessary, meaningless data

* Sources of systematic error: Missing data, missing data, bias, unknown,
uncertainty,

* Error: Bias or systematic error, random errors, precision, variability.

* Perfect accuracy, precision and specificity are never possible. Biases are
usually “unknowns”.

e Confidence intervals are important. Systematic errors (biases) are difficult
to detect because they are often not noticed.



Data Integrity

* It refers to maintaining consistency and accuracy in data throughout
its usable life.

» Software that stores, processes or retrieves data must maintain the
integrity of the data.



Contradiction (Celiski)

e Qutliers — A factor affecting quality
* Refers to data that does not appear to belong to the dataset
* For example, data that is outside the expected range.

* True outliers must be removed from the dataset, otherwise the result
will be affected by a small or large amount.

* An outlier, if real, can be useful in detecting anomalies, not due to
error.



Missing values

* Missing value — A factor affecting data quality
* Implies data that does not appear in the dataset.



Duplicate Values

* Duplicate value — A factor affecting data quality
* It refers to the same data appearing two or more times in a data set.

* Duplicate values play an important role in determining the
manipulation game.

* Frequency, frequency analysis should be performed. Missing data,
biased data, anomaly values are determined with FFT.



Deviation — Anomaly Detection in Data Analysis

* In data analysis, anomaly detection (also known as outlier detection) is the identification of rare items,
events, or observations that differ significantly from the majority of the data and are suspicious.ﬁl(]
Typically, anomalous items will amount to some kind of problem, such as bank fraud, a structural defect,
medical issues, or errors in a text. Anomalies are also referred to as outliers, novelty, noise, deviations,
and exceptions.

* In the context of exploitation and network intrusion detection in particular, interesting objects are often
not rare objects but rather unexpected bursts of activity. This pattern does not fit the general statistical
definition of an outlier as a rare object, and many outlier detection methods (especially unsupervised
methods) fail on such data unless properly clustered. Instead, a cluster analysis algorithm can detect
microclusters of these patterns.

* There are three broad categories of anomaly detection techniques:

* Unsupervised anomaly detection techniques detect anomalies in an unlabeled test dataset by searching for examples
that least match the rest of the dataset, assuming that the majority of the examples in the dataset are normal.

* Supervised anomaly detection techniques require a dataset labeled as “normal” and “abnormal” and involve training a
classifier (the key difference from many other statistical classification problems is the inherently unbalanced nature of
outlier detection).

* Semi-supervised anomaly detection techniques generate a model representin%normal behavior from a given normal
training dataset and then test the probability that a test example is generated by the model used.



Deviation — Anomaly Detection Applications

* It can be applied in various areas such as anomaly detection, intrusion
detection, fraud detection, fault detection, system health monitoring, event
detection in sensor networks, detection of ecosystem disturbances, and
defect detection in images using machine vision.

* It is usually used in preprocessing to remove anomalous data from a
dataset.

* In supervised learning, removing anomalous data from a dataset usually
results in a statistically significant increase in accuracy.



Mistakes

Intentional errors. Unnoticed systematic errors. Individual errors. Software errors:
mathematical modeling, algorithms, coding; incorrect data entry.

* Systematic error: Random, Measurement error, Sampling error.
* Missing Data

* Incomplete Data

* Bias

* Unknown

* Uncertainty

* Sensitivity

* Variability:

* |nterference: noise, interference

* Deviation



Verileri On Isleme

Eksik Veriler Nasil Islenir?

* Eksik verilerle basa cikmanin iyi bir yolu YOKTUR!

e Sorunun turtne bagh olarak veri atamasi icin farkl ¢ozimler: Fouier Dontsimu, Zaman
Serisi Analizi, ML, Regresyon vb.

* Genel ¢6zim yok



Verileri On Isleme

Eksik Veriler Nasil Islenir?

Eksik Verileri Isleme

—

Silme

Satirlan Silme (Liste Bazinda
Silme)

Ikili Silme

Situnlan Silme

Deger Atama

—— Zaman

Serisi Problemi

Gidigat, meyil ya da yone bakilmaz, uygun zaman
araliina bakilmaz ve veri atanir.
Ortalama, Medyan, Mod, Rastgele drnek atama

Gidigat, meyil ya da yone bakilir, uygun zaman araligina
bakilmaz ve veri atanir.
Dodgrusal enterpolasyon

Gidigat, meyil ya da yone bakilmaz, uygun zaman
araligina bakilir ve veri atanir.
Zaman arahdi ayarlama + Enterpolasyon

—— Genel Problem

Kategorik (kusku birakmayan, agik, kesin.)
Coklu Atama, Lojistik Regresyon

Sirekli
Ortalama, Medyan, Mod, Rastgele drnek atama
Dogrusal Refresyon
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Data Cleaning as a Process

* Data discrepancy detection
* Use metadata (e.g., domain, range, dependency, distribution)

* Check field overloading
* Check uniqueness rule, consecutive rule and null rule

e Use commercial tools

e Data scrubbing: use simple domain knowledge (e.g., postal code,
spell-check) to detect errors and make corrections

e Data auditing: by analyzing data to discover rules and relationship to
detect violators (e.g., correlation and clustering to find outliers)

e Data migration and integration
e Data migration tools: allow transformations to be specified

e ETL (Extraction/Transformation/Loading) tools: allow users to specify
transformations through a graphical user interface

* Integration of the two processes
* |terative and interactive (e.g., Potter’s Wheels)



Data Preprocessing - Data Cleaning

* Data in the Real World Is Dirty: Lots of potentially incorrect data, e.g., instrument faulty, human or
computer error, transmission error

* incomplete: lacking attribute values, lacking certain attributes of interest, or containing only
aggregate data
* e.g., Occupation=
* noisy: containing noise, errors, or outliers
* e.g., Salary="“-10" (an error)
* inconsistent: containing discrepancies in codes or names, e.g.,
* Age=“42", Birthday="03/07/2010"
* Was rating “1, 2, 3”, now rating “A, B, C”
* discrepancy between duplicate records

a9

(missing data)

* Intentional (e.g., disguised missing data)

* Jan. 1 as everyone’s birthday?
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Incomplete (Missing) Data

* Data is not always available

* E.g., many tuples have no recorded value for several
attributes, such as customer income in sales data

* Missing data may be due to
e equipment malfunction

inconsistent with other recorded data and thus deleted

data not entered due to misunderstanding

certain data may not be considered important at the time of
entry

not register history or changes of the data

* Missing data may need to be inferred
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How to Handle Missing Data?

* Ignore the tuple: usually done when class label is missing (when
doing classification)—not effective when the % of missing values
per attribute varies considerably

* Fill in the missing value manually: tedious + infeasible?

 Fill in it automatically with
* a global constant : e.g., “unknown”, a new class?!
* the attribute mean

* the attribute mean for all samples belonging to the same
class: smarter

* the most probable value: inference-based such as Bayesian
formula or decision tree



Noisy Data

* Noise: random error or variance in a measured variable

* Incorrect attribute values may be due to
 faulty data collection instruments
* data entry problems
e data transmission problems
* technology limitation
* inconsistency in naming convention

* Other data problems which require data cleaning
* duplicate records
* incomplete data
* inconsistent data
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Noisy

* Noise — It is one of the factors affecting data quality.

* Noise — refers to data that provides additional meaningless
information along with the correct (real/necessary) information.
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How to Handle Noisy Data?

Binning
e first sort data and partition into (equal-frequency) bins

* then one can smooth by bin means, smooth by bin median,
smooth by bin boundaries, etc.

Regression
* smooth by fitting the data into regression functions

Clustering
* detect and remove outliers

Combined computer and human inspection

e detect suspicious values and check by human (e.g., deal with
possible outliers)



Data Preprocessing - Data Integration

Data integration:

* Combines data from multiple sources into a coherent store

Schema integration: e.g., A.cust-id = B.cust-#

* Integrate metadata from different sources

Entity identification problem:

 |dentify real world entities from multiple data sources, e.g., Bill Clinton =
William Clinton

Detecting and resolving data value conflicts

* For the same real world entity, attribute values from different sources are
different

* Possible reasons: different representations, different scales, e.g., metric

vs. British units
73
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Handling Redundancy in Data Integration

* Redundant data occur often when integration of multiple
databases

* Object identification: The same attribute or object may
have different names in different databases

* Derivable data: One attribute may be a “derived” attribute
in another table, e.g., annual revenue

* Redundant attributes may be able to be detected by correlation
analysis and covariance analysis

* Careful integration of the data from multiple sources may help
reduce/avoid redundancies and inconsistencies and improve
mining speed and quality
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Varyans - Standart Sapma

* Aritmetik Ortalama: Alinan 6rnekleme degerlerinden bir ya da iki tanesi cok yuksek ya da digtk
olursa aritmetik ortalama davranisin egilimini yansitmaz.

* Varyans - Standart Sapma: Standart sapma, degerlerin aritmetik ortalamasindan kaynaklanan kok
ortalama karesi (RMSs)sapmaS|d|r. Olasilik ve istatistikte, bir olasilik dagiliminin standart sapmasi,
rasgele degisken veya poptulasyon veya degerlerin yayilmasinin bir dlcustidir. Genellikle o harfi ile
belirtilir (klclk harf sigma). Standat sapma, varyansin karekéki olarak tanimlanir. Varyans, veriler
ile aritmetik ortalama farklarinin karlerinin toplamidir. Olclilen verilerin ortalamaya yayilmasini
Olcer. Standart sapma, aritmetik ortalamadan olan sapmayi verir.

* Veri degerleri aritmetik ortalamaya yakinsa, standart sapma kiguktar. Ayrica, birgok veri noktasi
o:ctacllamanm uzagindaysa, standart sapma buyuktir. Tim veri degerleri esitse, standart sapma
sifirdir,

* Bir veri dagilimindaki degisimin énemli bir 6lclist varyanstir. Varyansin karekokl alinarak standart
sapma elde edilir.

* Standart sapma dizideki herbir degerin aritmetik ortalamaya yakinligini gésterir. Standart
sapmanin kuglk olmasi ortalamalarda sapmalarin ve riskin az oldugunu, standart sapmanin biyuk
olmasi ortalamalarda sapmalarin ve riskin cok oldugunu gosterir.



Veri Tahmini/Atama (Ortalama/Medyan) Degerleri

 Bir situndaki eksik olmayan degerlerin ortalamasi/medyani hesaplanir.

e Artilari:
* Kolay ve Hizli
» Kulcuk sayisal veri kiimeleriyle iyi calisir

* Eksileri:
 Ozellikler arasindaki korelasyonlari etkilemez. Yalnizca siitun diizeyinde calsir.
* Kodlanmis kategorik 6zelliklerde kotli sonuclar verir (kategorik 6zelliklerde KULLANMAYIN)
* c¢ok dogru degil
* Tahminlerdeki belirsizligi hesaba katmaz

coll col2 col3 cold cols coll col2 col3 cold col5
0 2 50 30 6 MaN mean() 0 20 50 30 60 7.0
{ 9 NaN 90 0 70 * 4 80 110 90 00 70

2 19 17.0 NaN 9 MaN 2 180 w0 60 90 7O



Veri Tahmini/Atama (En Sik) veya (Sifir/Sabit)
Degerler

Eksik degerleri yuklemek icin en sik kullanilan istatistiksel strateji
Eksik verileri her stitunda en sik gorilen degerlerle degistirme
Sifir veya Sabit atama, eksik degerler sifir veya belirtilen herhangi bir sabit degerle degistirilir

Artilari:
* Kategorik ozelliklerle iyi ¢alisir

Eksileri:
* Ayrica Ozellikler arasindaki korelasyonlari da etkilemez.
* Verilerde 6nyargi olusturabilir

coll col2 cold cold colS coll col?2 col3 coMd cols
0 2 50 30 B NaN df.fillna{0) 0 2 50 3.0 6 0.0
1 9 NaN 9.0 0D 7.0 T 9 9 00 9.0 0 7.0

2 19 17.0 NaN 9 NaN 2 18 1/0 00 g 00



Veri Tahmini/Atama: k-NN

KMM with 30 neighbors

K-en yakin komsular basit siniflandirma icin kullanilan bir algoritmadir

Algoritma, herhangi bir yeni veri noktasinin degerlerini tahmin etmek icin
'0zellik benzerligini' kullanir .

Yeni noktaya, egitim kiimesindeki noktalara ne kadar benzedigine bagl olarak
bir deger atanur.

Artilar: ] .

* Ortalama, medyan veya en sik kullanilan atama yontemlerinden ¢ok daha dogru olabilir -7 ; ‘ :
(Veri kimesine baglidir)

Eksileri:
* Hesaplamali olarak pahali.
* KNN, tim egitim veri setini bellekte saklayarak ¢alisir.
* K-NN, verilerdeki aykiri degerlere karsi olduk¢a hassastir (SVM'den farkli olarak)



Veri Tahmini / Atama: Cok Degiskenli Atama

Multiple Imputation by Chained Equations (MICE) — Single lteration

* Eksik verilerin birden ¢ok kez doldurulmasi.

Coklu atamalarlar, eksik degerlerin belirsizligini
daha iyi bir sekilde dlctigu icin tek bir atamadan
cok daha iyidir.

 Zincirli denklemler yaklasimi da ¢ok esnektir ve
farkh veri tiplerinin farklh degiskenlerini

isleyebilir.
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Correlation Analysis (Nominal Data)

* X2 (chi-square) test

Observed — Expected)”
;{2 _ Z ( P )
Expected

* The larger the X? value, the more likely the variables are related

* The cells that contribute the most to the X? value are those
whose actual count is very different from the expected count

* Correlation does not imply causality
* # of hospitals and # of car-theft in a city are correlated

* Both are causally linked to the third variable: population
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Chi-Square Calculation: An Example

Play chess | Not play chess | Sum (row)
Like science fiction 250(90) 200(360) 450
Not like science fiction | 50(210) 1000(840) 1050
Sum(col.) 300 1200 1500

* X? (chi-square) calculation (humbers in parenthesis are expected
counts calculated based on the data distribution in the two
categories)

,_(250-90)* (50-210)° (200-360)°  (1000-840)

=507.93
90 210 360 840

4

* |t shows that like_science_fiction and play _chess are correlated
in the group
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Correlation Analysis (Numeric Data)

e Correlation coefficient (also called Pearson’s product moment
coefficient)

2@ -Ab-B) > (ab)-nAB

("—Do 0, ("—Do 0,

rA,B

where n is the number of tuples, ad aré?’che respective means of A
and B, o, and og are the respective standard deviation of A and B, and
2(a,b,) is the sum of the AB cross-product.

* Ifrog >0, Aand B are positively correlated (A’s values increase as
B’s). The higher, the stronger correlation.

* ryg = 0:independent; r,; < 0: negatively correlated
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Visually Evaluating Correlation

-1.00 -0.90 -0.80 -0.70 -0.60 -0.50 -0.40

-0.30 -0.20 -0.10 0.00 0.10 0.20 0.30

0.40 0.50 0.60 0.70 0.80 0.90 1.00

Scatter plots
showing the
similarity from
-1 to 1.



Correlation (viewed as linear relationship)

* Correlation measures the linear relationship between objects

* To compute correlation, we standardize data objects, A and B, and
then take their dot product

a' =(a, —mean(A))/std(A)
b', = (b, —mean(B))/std(B)
correlation(A, B) = A'eB’
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Covariance (Numeric Data)

* Covariance is similar to correlation

iy (a; — A)(b; — B)

Cov(A. B) = E((A— A)(B — B)) = 2=i=!
Cov(A, B)

OAOB

Correlation coefficient: A B =

where n is the number of tuples, andA are t@ respective mean or expected
values of A and B, o, and og are the respective standard deviation of A and B.

* Positive covariance: If Cov, ;> 0, then A and B both tend to be larger than their
expected values.

* Negative covariance: If Cov, ;< 0 then if Ais larger than its expected value, B is likely
to be smaller than its expected value.

* Independence: Cov, ; = 0 but the converse is not true:

* Some pairs of random variables may have a covariance of O but are not independent. Only
under some additional assumptions (e.g., the data follow multivariate normal
distributions) does a covariance of 0 imply independence
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Co-Variance: An Example

Cov(A,B) = E((A— A)(B — B)) = > (a —r;“l)(bz — B)

* |t can be simplified in computation as
Cov(A.B) = E(A- B) — AB

» Suppose two stocks A and B have the following values in one week: (2, 5), (3, 8),

(5, 10), (4, 11), (6, 14).
* Question: If the stocks are affected by the same industry trends, will their prices
rise or fall together?
* E(A)=(2+3+5+4+6)/5=20/5=4
* E(B)=(5+8+10+11+14)/5=48/5=9.6

* Cov(A,B) = (2x5+3x8+5x10+4x11+6%x14)/5 -4 x9.6=4

* Thus, A and B rise together since Cov(A, B) > 0.



Data Preprocessing - Data Reduction Strategies

* Data reduction: Obtain a reduced representation of the data set that is much
smaller in volume but yet produces the same (or almost the same) analytical
results

* Why data reduction? — A database/data warehouse may store terabytes of
data. Complex data analysis may take a very long time to run on the complete
data set.

e Data reduction strategies

* Dimensionality reduction, e.g., remove unimportant attributes
 Wavelet transforms
* Principal Components Analysis (PCA)
e Feature subset selection, feature creation
* Numerosity reduction (some simply call it: Data Reduction)
* Regression and Log-Linear Models
e Histograms, clustering, sampling
* Data cube aggregation

o * Data compression



Data Reduction 1: Dimensionality Reduction

e Curse of dimensionality
* When dimensionality increases, data becomes increasingly sparse

* Density and distance between points, which is critical to clustering, outlier
analysis, becomes less meaningful

* The possible combinations of subspaces will grow exponentially

* Dimensionality reduction
* Avoid the curse of dimensionality
* Help eliminate irrelevant features and reduce noise
* Reduce time and space required in data mining

* Allow easier visualization

* Dimensionality reduction techniques
* Wavelet transforms
* Principal Component Analysis
» Supervised and nonlinear techniques (e.g., feature selection)
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Mapping Data to a New Space

= Fourier transform
= Wavelet transform

1 . ‘ : 15 0
10+ Or
05
5 O
Or Oy i Or
A o ]
-0.5}¢
] | WMMMMN\M\MM
_1 I I I 15 I I ! I OI I ! ! 1 I I I
0 0.2 0.4 0.6 0.8 -0 0.2 0.4 0.6 0.8 1 0 10 20 30 40 50 60 Y0 &80 90
Time (seconds) Time (seconds)

Two Sine Waves Two Sine Waves + Noise

Frequency
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What Is Wavelet Transform?

 Decomposes a signal into
different frequency subbands

* Applicable to n-dimensional
signals

* Data are transformed to preserve
relative distance between objects
at different levels of resolution

e Allow natural clusters to become
more distinguishable

* Used for image compression
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Wavelet Transformation

Haar2 Daubechie4

 Discrete wavelet transform (DWT) for linear signal processing,
multi-resolution analysis

* Compressed approximation: store only a small fraction of the
strongest of the wavelet coefficients

e Similar to discrete Fourier transform (DFT), but better lossy
compression, localized in space

e Method:

* Length, L, must be an integer power of 2 (padding with 0’s, when
necessary)

e Each transform has 2 functions: smoothing, difference
» Applies to pairs of data, resulting in two set of data of length L/2
* Applies two functions recursively, until reaches the desired length
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Wavelet Decomposition

* Wavelets: A math tool for space-efficient hierarchical decomposition of functions

*S$=[2,2,0,2,3,5, 4, 4] can be transformed to S, = [2%/,, -1/,,1/,, 0,0, -1, -1, O]

 Compression: many small detail coefficients can be replaced by O’s, and only the

significant coefficients are retained

Resolution Averages Detail Coefficients
8 2,2,0,2,3,5, 4, 4]
4 [2:' 1: 4} 4] [U:l _1r _13 U]
2 13, 4 L0
1 2%] [—14]
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Haar Wavelet Coefficients

Coefficient “Supports”

Hierarchical 2.75 +
decomposition @
structure (a.k.a. * 125 LT

‘error tree”) +

05 LT
0 +
2 2 0 2 3 5 4 4 -1 +
. _ -1 +
S
Original frequency distribution 0 +




Why Wavelet Transtorm?

Use hat-shape filters
* Emphasize region where points cluster
* Suppress weaker information in their boundaries

Effective removal of outliers
* |nsensitive to noise, insensitive to input order

Multi-resolution
» Detect arbitrary shaped clusters at different scales

Efficient
* Complexity O(N)

Only applicable to low dimensional data
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PCA -nPrincipal Component Analysis

e As the amount of data in the world increases, the size of datasets available for machine learning
development also increases

* Dimensionality reduction involves transforming data into new dimensions that make it easier to drop
some dimensions without losing any important information.

* Large-scale problems bring with them a variety of dimensions that can be very difficult to visualize.

* Some of these dimensions can be easily reduced for better visualization.

Principal Component Analysis (PCA) algorithm

Reduce data from 2D to 1D Reduce data frorh 3Dto 2D
O R > PR




Filter

Time

T ™

High Pass Filter

Low Pass Filter

Changes in the frequency domain
are obtained with FFT. For LPF, the
upper frequencies are
suppressed. For HPF, the lower
frequencies are suppressed. With
BBF, the signal is allowed to pass
in the band gap.



Fourier Transformation

It is an important signal processing tool.

It is used to decompose a signal into its sine and cosine components.

The output of the transform represents the signal in the Fourier or frequency domain.
Mathematical operations are applied to eliminate certain frequency domains very easily.
Inverse Fourier transform is applied to recover the original time signal.

Impulse-Response Frequency-Response Original & Filtered
Function Function Waveforms

Original —\

Filtered -
SN

Fourier Transform

Inverse Fourier
Transfom

Windowed ideal
filter

L] L] L) 1 T Ll L)
-300 -150 0 150 300 0 25 50 76 v
Time Frequency



Discrete Fourier Transform

N-1 -
. = nwn
X, = E x.e
t n=0 ) Fourier series in 1822

Time Domain FT, Frequency Domain
s(t) S(w)




Correlation

A way to understand the relationship between multiple
variables and attributes in your dataset

Using correlation, you can gain insights such as:
* One or more attributes depend on another
* One or more attributes are correlated with other attributes

Can help predict one attribute from another (a great way to
impute missing values)

Can (sometimes) indicate the existence of a causal
relationship

300
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Autocorrelation

Used extensively in time series analysis and forecasting
A measure of the relationship between lagged values of a time series
Uncover hidden patterns in data

Determine seasonality and trend in our time series data



Hilbert Huang Transform

S TR I T
: 'ﬁ%'lu'lvmmmvwmmmmvnv

h
10




Principal Component Analysis (PCA)

* Find a projection that captures the largest amount of variation in data

* The original data are projected onto a much smaller space, resulting in
dimensionality reduction. We find the eigenvectors of the covariance matrix,

and these eigenvectors define the new space

Xy
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Principal Component Analysis (Steps)

* Given N data vectors from n-dimensions, find k < n orthogonal vectors
(principal components) that can be best used to represent data

Normalize input data: Each attribute falls within the same range
Compute k orthonormal (unit) vectors, i.e., principal components

Each input data (vector) is a linear combination of the k principal
component vectors

The principal components are sorted in order of decreasing “significance”
or strength

Since the components are sorted, the size of the data can be reduced by
eliminating the weak components, i.e., those with low variance (i.e., using
the strongest principal components, it is possible to reconstruct a good
approximation of the original data)

* Works for numeric data only



Attribute Subset Selection

* Another way to reduce dimensionality of data

e Redundant attributes

* Duplicate much or all of the information contained in one or more other
attributes

* E.g., purchase price of a product and the amount of sales tax paid

* Irrelevant attributes
e Contain no information that is useful for the data mining task at hand

* E.g., students' ID is often irrelevant to the task of predicting students' GPA
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Heuristic Search in Attribute Selection
* There are 29 possible attribute combinations of d attributes

e Typical heuristic attribute selection methods:

* Best single attribute under the attribute independence
assumption: choose by significance tests

* Best step-wise feature selection:

* The best single-attribute is picked first
 Then next best attribute condition to the first, ...

* Step-wise attribute elimination:
* Repeatedly eliminate the worst attribute

 Best combined attribute selection and elimination

* Optimal branch and bound:
* Use attribute elimination and backtracking

105



Attribute Creation (Feature Generation)

* Create new attributes (features) that can capture the important information in a
data set more effectively than the original ones

* Three general methodologies
 Attribute extraction
* Domain-specific
 Mapping data to new space (see: data reduction)
* E.g., Fourier transformation, wavelet transformation, manifold approaches (not covered)

e Attribute construction
 Combining features (see: discriminative frequent patterns in Chapter 7)
* Data discretization
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Data Reduction 2: Numerosity Reduction

* Reduce data volume by choosing alternative, smaller forms of
data representation
* Parametric methods (e.g., regression)

* Assume the data fits some model, estimate model
parameters, store only the parameters, and discard the
data (except possible outliers)

* Ex.: Log-linear models—obtain value at a point in m-D
space as the product on appropriate marginal subspaces
* Non-parametric methods
* Do not assume models
* Major families: histograms, clustering, sampling, ...
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Parametric Data Reduction: Regression and
Log-Linear Models

* Linear regression
* Data modeled to fit a straight line
e Often uses the least-square method to fit the line

* Multiple regression
* Allows a response variable Y to be modeled as a linear
function of multidimensional feature vector
* Log-linear model

* Approximates discrete multidimensional probability
distributions
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Regression Analysis

e Regression analysis: A collective name for
techniques for the modeling and analysis of

numerical data consisting of values of a

dependent variable (also called response

variable or measurement) and of one or more IXl X
independent variables (aka. explanatory

iabl dict
variables or predictors) * Used for prediction (including

* The parameters are estimated so as to give a forecasting of time-series data),
"best fit" of the data inference, hypothesis testing,
and modeling of causal
* Most commonly the best fit is evaluated by relationships

using the least squares method, but other

criteria have also been used
109



Regress Analysis and Log-Linear Models

e Linear regression: Y=wX+Db

* Two regression coefficients, w and b, specify the line and are to be
estimated by using the data at hand

* Using the least squares criterion to the known values of Y,, Y,, ..., X, X,, ....

* Multiple regression: Y=b,+ b, X; + b, X,

 Many nonlinear functions can be transformed into the above

 Log-linear models:

* Approximate discrete multidimensional probability distributions

* Estimate the probability of each point (tuple) in a multi-dimensional space
for a set of discretized attributes, based on a smaller subset of
dimensional combinations

* Useful for dimensionality reduction and data smoothing
110
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Histogram Analysis

e Divide data into buckets and stote

average (sum) for each bucket 3%

* Partitioning rules: .

25
* Equal-width: equal bucket

20
range

15
* Equal-frequency (or equal- ]

depth) ‘)

0_

10000

" —

30000 50000 70000 90000



Clustering

 Partition data set into clusters based on similarity, and store
cluster representation (e.g., centroid and diameter) only

* Can be very effective if data is clustered but not if data is
“smeared”

* Can have hierarchical clustering and be stored in multi-
dimensional index tree structures

* There are many choices of clustering definitions and clustering
algorithms

 Cluster analysis will be studied in depth in Chapter 10
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Sampling

* Sampling: obtaining a small sample s to represent the whole
data set N

* Allow a mining algorithm to run in complexity that is potentially
sub-linear to the size of the data
» Key principle: Choose a representative subset of the data

* Simple random sampling may have very poor performance in
the presence of skew

* Develop adaptive sampling methods, e.g., stratified
sampling:

* Note: Sampling may not reduce database I/Os (page at a time)



Types of Sampling

e Simple random sampling
* There is an equal probability of selecting any particular item

* Sampling without replacement
* Once an object is selected, it is removed from the population

* Sampling with replacement
* A selected object is not removed from the population
* Stratified sampling:
» Partition the data set, and draw samples from each partition

(proportionally, i.e., approximately the same percentage of
the data)

* Used in conjunction with skewed data
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Sampling: With or without Replacement

TN
N ]

e S
“e®

Raw Data




Sampling: Cluster or Stratified Sampling

Raw Data Cluster/Stratified Sample
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Data Cube Aggregation

* The lowest level of a data cube (base cuboid)
* The aggregated data for an individual entity of interest

* E.g., a customer in a phone calling data warehouse

* Multiple levels of aggregation in data cubes

 Further reduce the size of data to deal with

* Reference appropriate levels

* Use the smallest representation which is enough to solve the
task

* Queries regarding aggregated information should be answered

using data cube, when possible
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Veri Azaltma

Feature Selection

Verilerin boyutsalligi nasil azaltilabilir? Ozellik Secimi (Feature Selection

- FS) e

Gereksiz ve/veya celiskili 6rnekler nasil kaldirilir? Ornek Secimi (Instance

Selection - IS)
Instance Selection

Bir 6zniteligin etki alani nasil basitlestirilir? Ayriklastirma (Discretization)

Verilerdeki bosluklar nasil doldurulur? Ozellik Cikarma ve/veya Ornek

Olusturma (Feature Extraction and/or Instance Generation)

Discretization




Data Reduction: Data Compression

* String compression
* There are extensive theories and well-tuned algorithms
* Typically lossless, but only limited manipulation is possible
without expansion
e Audio/video compression
* Typically lossy compression, with progressive refinement
* Sometimes small fragments of signal can be reconstructed
without reconstructing the whole
* Time sequence is not audio
» Typically short and vary slowly with time

* Dimensionality and numerosity reduction may also be considered
as forms of data compression

119



Data Compression

— T
-

Original Data

Original Data
Approximated

w

lossless

"| Compressed

Data
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Discretization

e Three types of attributes
* Nominal—values from an unordered set, e.g., color, profession
* Ordinal—values from an ordered set, e.g., military or academic rank

* Numeric—real numbers, e.g., integer or real numbers

* Discretization: Divide the range of a continuous attribute into intervals
* Interval labels can then be used to replace actual data values
* Reduce data size by discretization
e Supervised vs. unsupervised
* Split (top-down) vs. merge (bottom-up)
* Discretization can be performed recursively on an attribute

* Prepare for further analysis, e.g., classification
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Data Discretization Methods

* Typical methods: All the methods can be applied recursively
* Binning

e Top-down split, unsupervised

Histogram analysis

e Top-down split, unsupervised

Clustering analysis (unsupervised, top-down split or bottom-
up merge)

Decision-tree analysis (supervised, top-down split)

Correlation (e.g., x?) analysis (unsupervised, bottom-up
merge)
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Simple Discretization: Binning

* Equal-width (distance) partitioning
e Divides the range into N intervals of equal size: uniform grid
* if Aand B are the lowest and highest values of the attribute, the width of
intervals will be: W= (B -A)/N.
* The most straightforward, but outliers may dominate presentation

 Skewed data is not handled well

* Equal-depth (frequency) partitioning
* Divides the range into N intervals, each containing approximately same
number of samples
* Good data scaling

* Managing categorical attributes can be tricky
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Binning Methods for Data Smoothing

dSorted data for price (in dollars): 4, 8, 9, 15, 21, 21, 24, 25, 26, 28, 29, 34
* Partition into equal-frequency (equi-depth) bins:
-Bin1:4,8,9, 15
- Bin 2: 21, 21, 24, 25
- Bin 3: 26, 28, 29, 34
* Smoothing by bin means:
-Bin1:9,9,9,9
- Bin 2: 23, 23, 23, 23
- Bin 3: 29, 29, 29, 29
* Smoothing by bin boundaries:
-Bin1:4,4,4, 15
- Bin 2: 21, 21, 25, 25
- Bin 3: 26, 26, 26, 34
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7
K-means clustering leads to better results

Equal frequency (binning)



Discretization by Classification &
Correlation Analysis

* (lassification (e.g., decision tree analysis)
* Supervised: Given class labels, e.g., cancerous vs. benign
» Using entropy to determine split point (discretization point)
* Top-down, recursive split

* Details to be covered in Chapter 7

* Correlation analysis (e.g., Chi-merge: x?-based discretization)
» Supervised: use class information

* Bottom-up merge: find the best neighboring intervals (those having

similar distributions of classes, i.e., low X% values) to merge

* Merge performed recursively, until a predefined stopping condition
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Concept Hierarchy Generation

127

Concept hierarchy organizes concepts (i.e., attribute values) hierarchically and
is usually associated with each dimension in a data warehouse

Concept hierarchies facilitate drilling and rolling in data warehouses to view

data in multiple granularity

Concept hierarchy formation: Recursively reduce the data by collecting and
replacing low level concepts (such as numeric values for age) by higher level
concepts (such as youth, adult, or senior)

Concept hierarchies can be explicitly specified by domain experts and/or data
warehouse designers

Concept hierarchy can be automatically formed for both numeric and nominal
data. For numeric data, use discretization methods shown.
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Concept Hierarchy Generation
for Nominal Data

 Specification of a partial/total ordering of attributes explicitly at
the schema level by users or experts

e street < city < state < country

» Specification of a hierarchy for a set of values by explicit data
grouping
e {Urbana, Champaign, Chicago} < lllinois
» Specification of only a partial set of attributes
* E.g., only street < city, not others
e Automatic generation of hierarchies (or attribute levels) by the
analysis of the number of distinct values
* E.g., for a set of attributes: {street, city, state, country}



Automatic Concept Hierarchy Generation

* Some hierarchies can be automatically generated based on
the analysis of the number of distinct values per attribute in
the data set

* The attribute with the most distinct values is placed at the
lowest level of the hierarchy

* Exceptions, e.g., weekday, month, quarter, year

<~ country  _— 15 distinct values

< province or_ state 365 distinct values

—  city 3567 distinct values
<~ street > 674,339 distinct values
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Data Preprocessing - Summary

* Data quality: accuracy, completeness, consistency, timeliness, believability,
interpretability

« Data cleaning: e.g. missing/noisy values, outliers

* Data integration from multiple sources:
* Entity identification problem
 Remove redundancies
* Detect inconsistencies

* Data reduction
* Dimensionality reduction
* Numerosity reduction
e Data compression

e Data transformation and data discretization
e Normalization
* Concept hierarchy generation

130



(/

2

=
2
<

\

\

S

2\
N

A\

1

{

A

@
"

i
2Z))

//

=

Data Transformation



Data Transformation

* Smoothing: remove noise from data

* Normalization: scaled to fall within a small, specified
range

o Attribute/feature construction

* New attributes constructed from the given ones
* Aggregation: summarization

* Generalization: concept hierarchy climbing



Data Transformation: Normalization

* min-max normalization

v V—mina
maX. — Mina

(new__max.—new_ min.)+nNew__ mina

e 7-score normalization
. V—mean.

~ stand _ dew

* normalization by decimal scaling

v . . .
V'=——  Wherej is the smallest integer such that Max(|V |)<1

10’



Data Preprocessing - Data Transformation

* A function that maps the entire set of values of a given attribute to a new
set of replacement values s.t. each old value can be identified with one of
the new values

* Methods

 Smoothing: Remove noise from data

Attribute/feature construction

* New attributes constructed from the given ones

Aggregation: Summarization, data cube construction

Normalization: Scaled to fall within a smaller, specified range
* min-max normalization
e z-score normalization

* normalization by decimal scaling

Discretization: Concept hierarchy climbing
134



Normalization

* Min-max normalization: to [new_min,, new_max,]

I mina
maXs — Mina
* Ex. Letincome range $12,000 to $98,000 normalized to [0.0, 1.0]. Then

73,600—12,000
$73,000 is mapped to 98,000_12.000 -0~ ) +0=0716

(new_max.—new_ min.) + New_ mina

« Z-score normalization (i: mean, o: standard deviation):

V — Ua
V= A
On
73,600—54,000 1995
* Ex. Let pn=54,000, 0 = 16,000. Then 16,000 '

* Normalization by decimal scaling

Vv . .
V'= 0 Where | is the smallest integer such that Max(|v’[) < 1
J
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Transform Data

* Scaling: The preprocessed data may contain attributes
with a mixtures of scales for various quantities. Many
machine learning methods like data attributes to have
the same scale

* Decomposition: There may be features that represent a
complex concept that may be more useful to a machine
learning method when split into the constituent parts,
Example -> Date

* Aggregation: There may be features that can be
aggregated into a single feature




Transform Data

Standardization (Variance Scaling)

« Ozelligin ortalamasini (tiim veri noktalarindan) cikarir ve ~ x—mean(x)
varyansa boler X =

* Ayrica varyans Olcekleme olarak da adlandirilabilir, sonucta sqrt(var(x))
Olceklenen ozelligin ortalamasi O ve varyansi 1'dir.

* Orijinal ozelligin bir Gauss dagilimi varsa, 6lgceklenen 6zellik STANDARD|ZATION

de oyledir
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Transform Data

Min-Max Scaling

* Let x be an individual feature value (i.e., a value of the
feature in some data point)

* min (x) and max (x), respectively, be the minimum and
maximum values of this feature over the entire dataset

* Min-max scaling squeezes (or stretches) all feature values
to be within the range of [0, 1]

~ x—mean(x)

sqrt(var(x))
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Transform Data

Why Scaling?

KNN w/o scaling
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Transform Data

Feature Engineering

* Coming up with features is difficult, time-consuming, requires expert knowledge. "Applied machine learning" is
basically feature engineering.

* The features you use influence more than everything else the result. No algorithm alone, to my knowledge, can
supplement the information gain given by correct feature engineering.

* Good data preparation and feature engineering is integral to better prediction.

Source 2 @ Modeling

Features @ »{ Insights

Source n

Select and (lean and
merge transform

N




Transform Data

Feature Engineering

Verilerin anlasilmasi ve islenmesi zor olabilir
Makine 6grenimi modellerimiz icin verilerin okunmasini kolaylastirmak icin 6zellik mthendisligi yapilir
Ozellik Mithendisligi, verilen verileri yorumlanmasi daha kolay bir forma déntistiirme islemidir.

Genel olarak: Veri ile ilgili arka plani olmayan kisiler icin hazirlanan veri gorsellestirmesinin daha sindirilebilir
olmasi icin 6zellikler olusturulabilir.

Farkh modeller genellikle farkli veri tirleri icin farkli yaklasimlar gerektirir.



Transform Data

Feature Engineering
Example: Coordinate Transformation

Onginal space
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Transform Data

Ozellik MUhendisliginin Yinelemeli Streci

Beyin firtinasi 6zellikleri: Gercekten problemin icine girilir, bircok veriye bakilir, diger problemler lizerinde 6zellik
muhendisligi incelenir ve neler alinabilecegi goérulur.

Ozellikler gelistir: Sorununa baglidir, ancak otomatik 6zellik cikarma, manuel 6zellik olusturma ve ikisinin karisimi
kullanilabilir.

Ozelliklerin secilmesi: Modellerinizin tizerinde calisacagi bir veya daha fazla "gérinim" hazirlamak icin farkli
ozellik 6nem puanlamalarini ve 6zellik se¢cim yontemlerini kullantlir.

Modellerin degerlendirilmesi: Secilen 6zellikleri kullanarak goriinmeyen verilerde model dogrulugu tahmin
edilir.



Transform Data

Ozellik MUhendisliginin Yonler

Ozellik Secimi: En kullanish ve ilgili 6zellikler mevcut verilerden secilir,

Ozellik Cikarma: Mevcut dzellikler, daha kullanish ézellikler gelistirmek icin birlestirilir.

Ozellik Ekleme: Yeni veriler toplanarak yeni dzellikler olusturulur.

Ozellik Filtreleme: Modelleme adimini kolaylastirmak icin alakasiz 6zellikler filtrelenir.



Transform Data

Oznitelik Secimi

» Verilerde, ilgilenilen tahmin degiskenine veya ciktiya en ¢ok katkida bulunan 6zelliklerin otomatik olarak secildigi
surec.

» Verilerde alakasiz 6zelliklerin olmasi, bircok modelin, 6zellikle lineer ve lojistik regresyon gibi lineer
algoritmalarin dogrulugunu azaltabilir.

Input
Variable
e
—

Numerical Categorical

Output Output

Variable Variable

Numerical Categorical Numerical Categorical
. . . . Mutual
Pearson's Spearman's ‘ ANOVA ‘ Kendall's ‘ Chi-Squared Information
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Data Aggregation and Boosting



Motivation

* Many models can be trained on the same data

* Typically none is strictly better than others
e Recall “no free lunch theorem”

* Can we “combine” predictions from multiple models?

* Yes, typically with significant reduction of error!



Motivation

Combined prediction using Adaptive Basis Functions

M
FO) =) Wi (33 V)
=1

M basis functions with own parameters
Weight / confidence of each basis function
Parameters including M trained using data

Another interpretation: automatically learning best representation of data for the
task at hand

Difference with mixture models?



Examples of Model Combinations

* Also called Ensemble Learning

* Decision Trees

* Bagging

* Boosting

* Committee / Mixture of Experts

* Feed forward neural nets / Multi-layer perceptrons



Decision Trees

 Partition input space into cuboid regions
e Simple model for each region

 Classification: Single label; Regression: Constant real value

* Sequential process to choose model per instance
* Decision tree
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Learning Decision Trees

e Decision for each region
* Regression: Average of training data for the region
 Classification: Most likely label in the region

* Learning tree structure and splitting values
* Learning optimal tree intractable

* Greedy algorithm

* Find (node, dim., value) w/ largest reduction of “error”
e Regression error: residual sum of squares
» Classification: Misclassification error, entropy, ...

e Stopping condition
* Preventing overfitting: Pruning using cross validation



Pros and Cons of Decision Trees

* Easily interpretable decision process
* Widely used in practice, e.g. medical diagnosis

* Not very good performance
* Restricted partition of space
* Restricted to choose one model per instance
* Unstable



Mixture of Supervised Models

FO) =) meic(x,w)

l

Mixture of linear regression models Mixture of logistic regression models

15F 3

1k 2

0.5} I

ol 0

-0.5 -1

= | -2

-1.5¢ -3

* Training using EM
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Conditional Mixture of Supervised Models

* Mixture of experts
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Bootstrap Aggregation / Bagging

* Individual models (e.g. decision trees) may have high variance along with
low bias

e Construct M bootstrap datasets
* Train separate copy of predictive model on each

* Average prediction over ¢~~~ ;
) =22 fnl®)

* |f the errors are uncorrelated, then bagged error reduces linearly with M



Random Forests

* Training same algorithm on bootstraps creates correlated errors

 Randomly choose (a) subset of variables and (b) subset of training
data

e Good predictive accuracy
* Loss in interpretability



Boosting

 Combining weak learners, e-better than random
* E.g. Decision stumps

* Sequence of weighted datasets

* Weight of data point in each iteration proportional to no of
misclassifications in earlier iterations

* Specific weighting scheme depends on loss function
* Theoretical bounds on error



Example loss functions and algorithms

» Squared error (y; — f(xi))z
* Absolute error |y; — f(x;)]

e Squared loss (1 — ¥;f (x;))* -\
* 0-1loss I(y; # f(x;))
* Exponential loss exp(—y;f (x;))

! —Vif (xi) |
o8 2 log(1+e )

* Hinge loss |1 — ¥; f (x;) ]+ "

* Logloss
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Example: AdaBoost

* Binary classification problem + Exponential loss

. 1
1. Initialize W,El) = —

2. Train classifier y,,, (x) minimizing 3, w\™ 1y, (x,) # y2)

. Xn ng)I(Ym(xn)VtYn) 1—€em

3. Evaluate ¢, = o)
nWn

4. Update wts W,Sm“) = W,,(Lm)

and a,,, = log -

exp{aml (ym (xn) # yn)}
5. Predict fi; (%) = sgn(Xil; tmYm (X))



Neural networks: Multilayer Perceptrons

* Multiple layers of logistic regression models
* Parameters of each optimized by training

* Motivated by models of the brain
* Powerful learning model regardless



LR and R remembered ...

* Linear models wi o w) :f(z wibs () NS

* Fixed basis functions
* Non-linear transformation

° ¢l ||neal‘ S;(x’ W, U) _ h( z ij g( z Ujixi))1

j=1to M i=1to D



Feed-forward network functions

* M linear combinations of inout variables

Clj = Z vjixi

i=1to D

r

* Apply non-linear activati , ~ g(a_')'an
] ]
e Linear combinationstc =~ . ° tivations
bk = Z ijZj
j=1to M

* Apply output activation fu v« = h(by) get outputs



Network Representation

inputs hidden outputs

Easy to generalize to multiple layers

163



Power of feed-forward networks

e Universal annroximators
A 2 layer network with linear outputs can uniformly approximate any
smooth continuous function with arbitrary accuracy given sufficient number
of nodes in hidden layer

* Why are >2 layers needed?



Training

* Formulate error function in terms of weights
Ewv) = ) [19Goiw,v) =l

i=1to N

e Optimize weights using gradient descent

(w, 1) = (w,v)O — VE((w,v)®)

e Deriving the gradient looks complicated because of feed-forward ...



Error Backpropagation

* Full gradient: sequence of local computations and propagations over
the network

forward function

v

]

o J0E, 0E,, 0b,; n
- = = 82 Zn i 3 g :

§' OWyj  Obyy OWy; nk“ng Vji Wkj

>

@) 51‘4}k = Ynk — Ynk 511;], 57‘:’]( Vi
o 0E, 0E, Oday; ‘ backward error

;:% avji B aanj avji B njxnl

c

@ J0E, db 0E 0E

2 0= Db day =26’V‘kakfg’(“"f) %226_\;

T = nk 0Qnj = -~
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Backpropagation Algorithm

1. Apply input vector x;, and compute derived variables a;, z;, by, Vi
2. Compute 4, at all output nodes
3. Back propagate &, to compute 5,'{1- at all hidden nodes
: : 0E OE
4. Compute derivatives ——= and —=
5ij 6vjl-
5

. Batch: Sum derivatives over all input vectors

* Vanishing gradient problem



Neural Network Regularization

* Given such a large number of parameters, preventing overfitting is vitally
important

e Choosing the number of layers + no of hidden nodes

e Controlling the weights
* Weight decay

 Early stopping
* Weight sharing

 Structural regularization
e Convolutional neural networks for invariances in image data



So... Which classifier is the best in practice?

* Low dimensions (9-200)
Boosted decision trees
Random forests
Bagged decision trees
SVM

Neural nets

K nearest neighbors
Boosted stumps
Decision tree

L

. Logistic regression
10. Naive Bayes

* High dimensions (500-100K)

S

HMC MLP
Boosted MLP
Bagged MLP
Boosted trees

Random forests
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